EGPRS uses incremental redundancy to achieve maximum efficiency over the air interface. This paper explains how incremental redundancy operates and discusses how it can be used to provide maximum throughput of data by changing coding and puncture schemes as necessary.

This paper illustrates methods for testing incremental redundancy and wireless device receiver performance. These methods allow users/developers to verify operation and accurately see how the device performs under differing air interface conditions in terms of general operation, data throughput, and memory organization.
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Incremental Redundancy

Incremental redundancy is the system used by EGPRS to get maximum performance out of the available bandwidth. By using convolutional coding the system can add protection to the data. However, this coding adds correction data to the original data that carries no actual information (redundancy). This has the effect of reducing data throughput/user bandwidth.

How incremental redundancy works

Figure 1 shows the different states in EGPRS incremental redundancy. A data block is sent to the mobile. If there are no errors then the block will be passed up to the next layer of protocol for processing. However, if the block is received in error then the mobile will send an automatic repeat request (ARQ) to the base station. The base station will then retransmit the block using a different puncturing scheme. This block will be recombined with the first block increasing the amount of redundancy and giving the mobile/base station a better chance of being able to recover from the errors.

![Incremental Redundancy Diagram](image_url)

**Figure 1.** Incremental redundancy simplified state diagram.
To illustrate how incremental redundancy works, Figure 2 shows how original data is convolutionally encoded at a one third rate, meaning for every bit that goes into the coder, three come out. The data is then punctured into three puncture schemes: 1st Tx, 2nd Tx, and 3rd Tx.

Figure 2. Example using MCS-9.

The data is first sent over the air (OTA) using one of the puncture schemes. In this demonstration the 1st Tx has a code rate of one. For every original data bit sent, there is one bit sent OTA. The demodulated data at the mobile is padded with data back to the size after convolutional encoding. The data used for padding, or bit stuffing, is not relevant since the original data is unknown at the receiving end (there is a 50 percent chance of getting the data correct). This is then viterbi decoded to give the four original bits with some probability of error. The first decode attempt is then checked against the cyclic redundancy check (CRC). If the block is in error it is stored and the automatic repeat request (ARQ) is sent to request a retransmission.
When the retransmission is sent, a different puncture scheme (2nd Tx) is used. To simplify this illustration, four bits will be sent OTA. When they arrive at the mobile, they will be recombined with the bits from the first transmission giving a code rate of one half. This means that for every original data bit there now have been two bits sent OTA. This gives the mobile a greater chance of correctly decoding the data. Once the data has been recombined and padded, it is viterbi decoded and then checked against the CRC. If the block is still in error, it is stored and the ARQ is sent to request a retransmission once more.

This time the retransmission is sent using the 3rd Tx puncture scheme. The four bits are sent OTA and are recombined at the mobile with the bits from the first and second transmissions. This generates an OTA code rate of one third, since for every original data bit there have been three data bits sent OTA. This maximizes the probability of correctly decoding the data. After viterbi decoding, if the block is still in error it is possible to retransmit using the same coding scheme and repeat the puncture schemes, or switch to a more robust coding scheme and increase the redundancy still further. Mobile coding schemes 1-4 (MCS 1-4) use GMSK modulation, which is less likely to incur errors during transmission.
Mobile coding schemes and families

As can be seen in Figure 3, the mobile coding schemes are arranged into families. Looking at Family A, MSC-9/6/3, the transmission starts in MCS-9 and two 74-octet blocks are sent. If either or both of these blocks are not received OTA successfully, even after being retransmitted using different puncture schemes, it is possible to send these blocks individually using coding scheme MCS-6. If this is still unsuccessful, then it is possible to send the 74-octet block over two 37-octet MCS-3 blocks. The number of retransmissions at each MCS will be determined by the network. This not only provides the ability to add redundancy by using different puncture schemes, it also allows dropping to a stronger code to perform the retransmission. Furthermore, since the air interface is volatile at best, it is unkind to modulation and can cause errors in the data stream. To help combat this problem EGPRS has two modulation types. The first type, MCS-5 through MCS-9, uses $\frac{3}{8}$ PSK. The second group, MCS-1 through MCS-4, uses Gaussian minimum shift keying (GMSK) modulation. The later type is much less prone to errors since it only has one bit per symbol as opposed to three bits per symbol in the same bandwidth.

Figure 3. MCS families.
The special case amongst these families is Family A padding, where MCS-8 has a differing block size than the rest of its family members. In this case the block's lower coding schemes use padding to make the 34-octet blocks fit into their 37-octet block size.

The sections below illustrate how the coding schemes in Family A make up the blocks, coding, and puncturing used for transmission.

**MCS-9 coding scheme**

![Figure 4. MCS-9 block coding and puncturing structure.](image)

This diagram shows how two 612-bit blocks and header information are coded into four blocks, which will be transmitted over four frames. Notice that one third rate convolutional coding is being used; yet only one third of the coded bits are being sent, giving a code rate of one. As previously explained, the other bits from puncture schemes, P2 and P3, will not be transmitted unless P1 was not received correctly. However, sometimes a second puncture scheme maybe sent if only one of the MCS-9 blocks in the transmission is being used.
This figure shows the same information for coding scheme MCS-6. Now there is only one 612-bit block (this could be one of the MCS-9 blocks that was previously received in error). While it still uses a one third rate convolutional coding, MCS-6 has only two puncturing schemes so that the data transmitted OTA has more redundant data than MCS-9.
MCS-3 coding scheme

MCS-3 only has 316 data bits and three puncturing schemes, however this coding scheme now uses GMSK modulation. There is only one puncturing scheme sent OTA at a time. If this coding scheme is used to re-transmit an MCS-6 block, two MCS-3 blocks will need to be sent OTA.

Figure 6. MCS-3 block coding and puncturing structure.
Incremental redundancy, RLC windows, and full operation

Clearly, if every block of data was sent over the air and then either an acknowledgement (ack) or negative acknowledgement (nack) was sent back to ask for re-transmission, the system would not be very efficient. This brings in the concept of the radio link control window. Table 1 shows the window sizes relative to the number of timeslots.

Table 1. Allowed window sizes in EGPRS TBF mode for different multislot allocations. (3GPP TS 04.60 V8.7.0 (2000-11)).

<table>
<thead>
<tr>
<th>Window size</th>
<th>Coding</th>
<th>Timeslots allocated (Multislot capability)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>00000</td>
<td>1 2 3 4 5 6 7 8</td>
</tr>
<tr>
<td>96</td>
<td>00001</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>00010</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>00011</td>
<td></td>
</tr>
<tr>
<td>192</td>
<td>00100</td>
<td>Max</td>
</tr>
<tr>
<td>224</td>
<td>00101</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>00110</td>
<td>Max</td>
</tr>
<tr>
<td>288</td>
<td>00111</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>01000</td>
<td></td>
</tr>
<tr>
<td>352</td>
<td>01001</td>
<td></td>
</tr>
<tr>
<td>384</td>
<td>01010</td>
<td>Max</td>
</tr>
<tr>
<td>416</td>
<td>01011</td>
<td></td>
</tr>
<tr>
<td>448</td>
<td>01100</td>
<td></td>
</tr>
<tr>
<td>480</td>
<td>01101</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>01110</td>
<td>Max</td>
</tr>
<tr>
<td>544</td>
<td>01111</td>
<td></td>
</tr>
<tr>
<td>576</td>
<td>10000</td>
<td></td>
</tr>
<tr>
<td>608</td>
<td>10001</td>
<td></td>
</tr>
<tr>
<td>640</td>
<td>10010</td>
<td>Max</td>
</tr>
<tr>
<td>672</td>
<td>10011</td>
<td></td>
</tr>
<tr>
<td>704</td>
<td>10100</td>
<td></td>
</tr>
<tr>
<td>736</td>
<td>10101</td>
<td></td>
</tr>
<tr>
<td>768</td>
<td>10110</td>
<td>Max</td>
</tr>
<tr>
<td>800</td>
<td>10111</td>
<td></td>
</tr>
<tr>
<td>832</td>
<td>11000</td>
<td></td>
</tr>
<tr>
<td>864</td>
<td>11001</td>
<td></td>
</tr>
<tr>
<td>896</td>
<td>11010</td>
<td>Max</td>
</tr>
<tr>
<td>928</td>
<td>11011</td>
<td></td>
</tr>
<tr>
<td>960</td>
<td>11100</td>
<td></td>
</tr>
<tr>
<td>992</td>
<td>11101</td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td>11110</td>
<td>Max</td>
</tr>
<tr>
<td>Reserved</td>
<td>11111</td>
<td>x  x  x  x  x  x  x  x</td>
</tr>
</tbody>
</table>

A simple way to think of this is as follows: the window represents the number of blocks that can be sent to the mobile without a nack. Blocks will be sent in sequence with a block sequence number (BSN) until the last block in the sequence or the end of the window. There will be a packet ack/nack sent back to the transmitter that contains a starting sequence number (SSN) and a received block bitmap (RBB). The SSN is then the SSN plus the bitmap position. From this equation the transmitter is able to determine which blocks were received with and without error. Blocks can then be re-transmitted. This re-transmission could be performed using the same, or different, puncture scheme, or even a different coding scheme. The first block that is in error then becomes the beginning of the RLC window, so it could be said that the window slides as blocks are received without error.
There are obviously two sides to the system where incremental redundancy can come into play, the uplink (transmission) and the downlink (reception). Both offer their own challenges and both have issues that need to be tested and addressed.

**Testing downlink operation**

There are two ways of simulating an environment where downlink incremental redundancy will come into play. Both methods require an EGPRS system simulator and base station emulator that supports incremental redundancy.

1. during a data transfer, reduce cell power to a point where errors start to enter the data stream and block errors cause re-transmission
2. using a system simulator capable of artificially introducing errors into the data stream. This will simulate a real transmission and blocks or bursts of errors will cause the mobile to request a re-transmission

The first of these methods, while being viable, will not provide any control over the re-transmissions and the ratio of errors in the data stream. The second method offers by far the best solution, especially if the system simulator offers good control over the errors which will be introduced. Ideally, there also needs to be some way of viewing data exchange on both the mobile and the network.

Once there is a method of introducing errors into the data stream, there also needs to be a way of controlling how incremental redundancy and mobile coding scheme switching work together to provide the best possible method for exercising the mobile with the maximum amount of control. There also needs to be a means of viewing the changes take effect. This can be done in two ways:

1. as a reduction of data throughput, or the result
2. by viewing the protocol and literally seeing the changed made to the coding and puncture schemes as they occur over the data transfer

**Testing uplink operation**

For the testing of uplink incremental redundancy operation, there are similar challenges. It is particularly difficult to introduce errors into the uplink data stream without altering the downlink path. To avoid this, the uplink signal must be moved outside of the acceptable operating range of the system simulator’s input. Another, easier alternative is to artificially negatively acknowledge uplink blocks to force uplink retransmission. This way when the mobile receives the ack/nack bitmap from the system simulator, it will retransmit the negatively acknowledged blocks using a different puncture or coding scheme.
What the standards say

3GPP document 45.005 specifies the test for incremental redundancy in section 6.7 as follows:

Support for incremental redundancy reception is mandatory for all EGPRS-capable MSs. In incremental redundancy, RLC mode soft information from multiple, differently punctured, versions of an RLC data block may be used when decoding the RLC data block. This significantly increases the link performance. An EGPRS-capable MS shall, under the conditions stated in the below table, achieve a long-term throughput of 20 kbps per time slot (see note), measured between LLC and RLC/ MAC layer.

<table>
<thead>
<tr>
<th>Required throughput</th>
<th>20.0 kbps per timeslot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation conditions static, input level</td>
<td>–97.0 dBm</td>
</tr>
<tr>
<td>Modulation and coding scheme</td>
<td>MCS-9</td>
</tr>
<tr>
<td>Acknowledgements polling period</td>
<td>32 RLC data blocks</td>
</tr>
<tr>
<td>Roundtrip time</td>
<td>120 ms</td>
</tr>
<tr>
<td>Number of time slots</td>
<td>Maximum capability of the MS</td>
</tr>
<tr>
<td>Transmit window size</td>
<td>Maximum for the MS timeslot capability</td>
</tr>
</tbody>
</table>

**Note:** This corresponds to an equivalent block error rate of approximately 0.66 using the prescribed MCS-9

Strictly speaking this can be tested by using a system simulator that simply supports incremental redundancy. This approach is fine from a receiver conformance testing perspective; however it does not provide the developer with any indication of what, if anything, is wrong with the device, nor does it provide any insight into algorithmic errors.
Potential Issues for Mobile Device and Protocol Stack Developers

The major issues from a mobile perspective are memory and processor issues. The mobile must be able to store large quantities of data. Since the data will not be transmitted one block at a time, a mobile that handles eight slots must accept up to the maximum window size of 1024 blocks (see Incremental redundancy, RLC windows, and full operation on page 10.) This means that the mobile must be able to buffer this data and then potentially buffer it all twice more as the data is sent using different puncture schemes. The data can also be transmitted subsequently in different coding schemes from the same family and recombined, adding further complexity and increasing memory still further. However, the mobile can indicate to the network that it is out of memory by setting a flag in the packet downlink ack/nack message. If this flag is set then re-transmissions will only be performed in the same coding and puncture scheme, allowing mobile to stop buffering data.

Due to all of the viterbi decoding and buffering, the mobile has to work hard computationally. These calculations have to be performed real time if throughput is to be maintained. Control over the amount of uplink and downlink errors is essential if the developer wishes to verify that the mobile has enough computing power to keep up.
A Brief Overview of What the Agilent 8960 Has to Offer

Agilent offers an EGPRS lab application for the 8960 wireless test set and Wireless Protocol Advisor software, which logs all OTA protocol. This configuration provides an extremely powerful analysis and testing tool for incremental redundancy. These instruments give the user independent control over all of the general link parameters, such as the coding scheme for uplink and downlink. In addition to this, incremental redundancy can be turned on and the 8960 will automatically switch puncture schemes for retransmission. Additionally, the user can elect to change coding schemes and use automatic MCS-switching based on the number of re-transmissions, which is settable by the user. Moreover, the 8960 allows segmentation of blocks and retransmission using MCS 1-4. This alone provides a powerful tool for the verification of incremental redundancy from a functional viewpoint.

The Agilent EGPRS lab application takes this much further. It provides functions for artificially controlling the uplink and downlink transmissions and retransmissions. For the uplink, the EGPRS lab application gives the user the ability to set a percentage value of uplink blocks to negatively acknowledge, thus forcing the mobile to retransmit these nacked blocks. For the downlink, even more control is provided. At Layer 1 the EGPRS lab application is able to provide the user with the ability to corrupt the downlink blocks on a burst-by-burst basis and allow the following parameters to be set:

<table>
<thead>
<tr>
<th>Layer 1 corruption</th>
<th>on/off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence length</td>
<td>1-2048</td>
</tr>
<tr>
<td>Blocks in sequence to corrupt</td>
<td>1-2048</td>
</tr>
<tr>
<td>Corruption applied to burst 1</td>
<td>on/off</td>
</tr>
<tr>
<td>Corruption applied to burst 2</td>
<td>on/off</td>
</tr>
<tr>
<td>Corruption applied to burst 3</td>
<td>on/off</td>
</tr>
<tr>
<td>Corruption applied to burst 4</td>
<td>on/off</td>
</tr>
<tr>
<td>First symbol to corrupt</td>
<td>0-147</td>
</tr>
<tr>
<td>Number of symbols to corrupt</td>
<td>1-148</td>
</tr>
<tr>
<td>Corruption pattern</td>
<td>all zero, all ones, invert</td>
</tr>
</tbody>
</table>

These parameters allow designers to control exactly how the corruption will be applied at layer one and to which RF burst this will be applied. Also, this method of corruption and the ability to choose the corruption pattern gives the user the ability to clearly see from the mobile unit’s protocol logs, which bursts have been corrupted by putting a clear corruption pattern such as all ones or zeros into the data.
Coupled with this is the lab applications counterpart: the Wireless Protocol Advisor (WPA.) WPA supplies the ability to see all of the data exchange in real time with full decodes of the messages.

For example, using WPA triggers can be set up so that logging will only start when an MCS switch occurs. For details on the WPA please consult the Agilent Web site.
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