Comparison of Different Jitter Analysis Techniques With a Precision Jitter Transmitter

White Paper
Different jitter analysis techniques yield results that can vary by hundreds of percent.

At Keysight Technologies, Inc. we were aware of the discrepancies and invested into the research necessary to understand the situation before introducing a solution. We built a data transmitter with a complete set of applied jitter levels precisely calibrated, in most cases, to traceable standards. We assembled jitter analysis equipment, three 6 GHz bandwidth real-time oscilloscopes and a 4 GHz bandwidth time interval analyzer, from the major vendors as well as a Keysight bit error ratio tester (N4901B SerialBERT) and a Digital Communication Analyzer (86100C DCA-J) equipped with a 20 GHz electrical receiver and then applied a wide variety of signals with known TJ(10–12) and known levels of different types of jitter to determined which analyzers are accurate and why.

This paper assumes an understanding of total jitter defined at a bit error ratio, TJ(BER) and how it can be decomposed into random and deterministic sub-components as indicated by Figure 1. For reviews of jitter analysis on serial data systems see Refs. [2], [3] and [4]. The accurate separation of jitter into its subcomponents is important for two reasons: for compliance to technology standards and to provide diagnostic information for improving designs.

Referring to Figure 1, jitter can be separated into different categories. RJ is caused by thermal effects and is assumed by the industry to follow a Gaussian distribution characterized by its width or standard deviation, $\sigma$. Deterministic jitter (DJ) includes data-dependent jitter (DDJ), and periodic jitter (PJ). DDJ can be further decomposed into the time component of inter-symbol interference (ISI) and duty-cycle-distortion (DCD). ISI is caused by the variation of the frequency and attenuation response of transmitters and transmission channels. Changing the frequency and attenuation response of a system modifies the trajectory of different bit transitions. The resulting time displacement of the bit transitions is the time-component of ISI. DCD results from asymmetries in clock cycles. Since DCD occurs on clock signals one could argue that it is not “data-dependent.” We file it under DDJ because DCD and ISI interfere - changing one changes the other - so DCD is data-dependent when coupled with ISI. PJ comes from electromagnetic pickup of periodic sources like power supply coupling. The distinguishing feature of DJ is that its peak-to-peak value is bounded. DCD and ISI are called bounded correlated jitter because they are correlated to the data signal; PJ and crosstalk are called uncorrelated bounded jitter; and RJ, uncorrelated unbounded jitter.

Figure 1: The decomposition of jitter into sub-components. Crosstalk, marked with a *, is not generally defined and none of the jitter analyzers studied here distinguish it thus its analysis is beyond the scope of our study. Generally, crosstalk can have jitter-like effects but should be analyzed as amplitude noise, not jitter; we include it in this figure for completeness.
1. Jitter Test Results Are All Over The Map

Figure 2 shows how the different analyzers give widely varying results. Each curve in Figure 2a gives the results of the TJ(10–12) estimate from a given analyzer plotted against the actual TJ(10–12) value. The discord among the different test-sets is about 25%. In Figure 2b RJ measurements are plotted against the same range of TJ(10–12). The measured values of RJ demonstrate variations up to 800% between the different analyzers.

The distribution of logic transition times relative to their ideal values, i.e., the jitter distribution, is given by the convolution of the distributions of each independent source. The fundamental difficulty of jitter analysis is that there is no practical way to deconvolve an unknown jitter distribution, DJ, from a jitter distribution with known functional form, RJ, in a measurement of limited statistics. Different techniques have been developed by different test equipment vendors but Figure 2 shows that they do not agree.

- Which techniques are correct?
- Which technique is best?
- In which situations should we anticipate disagreement?

The different techniques have one thing in common: they all use the dual-Dirac model \[4\] in one form or another to estimate TJ(10–12). If a common implementation were used we could trace the variations to hardware specifications. To understand the variations we need to understand the different techniques as well as the hardware differences. Unfortunately most of the equipment vendors do not provide the details of their test techniques; we gleaned what information we could from user manuals, application notes and patent disclosures. The techniques employed on Keysight equipment are well documented; for the DCA-J in Ref.[5], and for the SerialBERT in Refs. [3], [4], and in many standards documents.

There are two basic techniques for determining \(\sigma\) (i.e., RJ) \[4\], those that fit the tails of either a jitter distribution - the distribution of logic transition times - or a bathtub plot, BER(x) – BER as a function of the time-delay position of the sampling point – with either a Gaussian distribution, or the Gaussian inspired complementary error function. The amplitude, mean, and width, \(\sigma\), of the Gaussians are allowed to vary so that the fit delivers an estimate for \(\sigma\) which is identified as rms RJ. The other techniques analyze the spectrum of the jitter distribution; they measure the rms noise continuum and identify that as \(\sigma\). The situation is complicated because different implementations measure RJ at different stages of the analysis, and with different algorithmic parameters. There are also many different techniques for determining DJ and its subcomponents.
2. How To Compare Different Techniques

Prior to our study, jitter test-system designers developed their algorithms with three tools: first, evaluation of their algorithms in simulations; second, testing with calibrated levels of sinusoidal PJ using the well established techniques from SONET/SDH [6]; and, third, by comparing their TJ(BER) estimates with measurements performed on a BERT (note: be careful to distinguish between a complete measurement of TJ(BER) on a BERT [7], and a fast estimate of TJ(BER) on a BERT [3]). None of these methods challenge the test-sets with real jitter conditions at known levels - so we built a precision jitter transmitter that does.

2.1 The precision jitter transmitter

The precision jitter transmitter is described in detail in Ref. [1]. Since the design and calibration of the precision jitter transmitter is the foundation of this analysis it is summarized here. The transmitter, depicted in Figure 3, was designed to apply a wide range of different levels and combinations of RJ, PJ, ISI, and DCD that result in a large set of TJ values, Table 1. While Gaussian RJ is determined by its rms width, \( \sigma \); the sources of DJ, PJ, ISI, and DCD, are determined by the peak-to-peak spread of their distributions.

For comparing different jitter analysis techniques we chose conditions where the documentation for the analyzers indicated that accurate measurements could be obtained. We worked at a single data rate, 2.5 Gb/s, with a single test pattern, a standard pseudo-random binary sequence of length \( 2^7 - 1 \) (PRBS7), a single pair of NRZ logic levels, +280 mV for a logic ‘1’ and –280 mV for a ‘0’ and used a single ended transmission line.

Since every test-set derives RJ under the universally accepted assumption that it follows a Gaussian distribution, we went to great lengths to provide an RJ signal that faithfully followed a Gaussian with tails corresponding to a BER of at least \( 10^{-12} \) and was smooth in the frequency domain (it was flat out to about 40 MHz).

Table 1: Jitter stimuli of the precision jitter transmitter

<table>
<thead>
<tr>
<th>Jitter Source</th>
<th>Physical Implementation</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Jitter (RJ)</td>
<td>Gaussian distribution programmed into I/Q phase modulation of the two vector signal generators.</td>
<td>Gaussian in the time domain, flat out to 40 MHz in the frequency domain.</td>
</tr>
<tr>
<td>Periodic Jitter (PJ)</td>
<td>Periodic waveform I/Q modulation by one of the vector signal generators.</td>
<td>Sinusoidal and triangle phase modulation.</td>
</tr>
<tr>
<td>Duty Cycle Distortion (DCD)</td>
<td>Variable crossover setting of the BERT.</td>
<td>Crossing point set to 65% and 80%.</td>
</tr>
<tr>
<td>Data Dependent Jitter (ISI)</td>
<td>A simple backplane, 30 and 45 inch traces.</td>
<td>Essentially a low pass filter construct that adds loss affecting the rise/fall time and inducing ISI.</td>
</tr>
</tbody>
</table>
The calibration of the applied jitter levels are traceable to NIST standards, but the calibration of the transmitter baseline, that is, the jitter generated by the transmitter when no jitter was intentionally applied, is only partially traceable [1]. The jitter distribution of the baseline transmitter independent of the transmission path, is consistent with a pure Gaussian giving a baseline rms RJ of 0.685 ps with an uncertainty of 0.27 ps. The baseline ISI introduced by the transmission path between the jitter test-sets and the transmitter is 3.9 ps with an uncertainty of 1 ps. The applied sinusoidal and triangle PJ had amplitude accuracy better than 1%. The transmitted RJ signal was accurate to about 1.5% but with an additional constant term from the transmitter baseline. The calibrated levels of DCD were accurate to less than or about 1 ps and the calibrated levels of ISI were accurate to about 1/2 %. The calibration of combinations of DCD and ISI fully accounted for the interaction of ISI and DCD. The error bars on the actual values in the data presented below are derived by propagating these uncertainties for the given jitter condition as described in Ref. [1]. The uncertainties give the range of consistency for test-set performance in graphs throughout this document; for example, under conditions of no applied jitter if one test-set gives a value of 0.9 ps for RJ, and another gives 0.5 ps, then both measurements are consistent to the best of our ability to distinguish. Since we had a thorough understanding of each RJ and DJ signal, and their interdependence, The calibration of $T_{J(10^{-12})}$ was performed by direct calculation.

Figure 3: Block diagram of the precision jitter transmitter.
2.2 Jitter test conditions

We chose levels of jitter that reflect what is common in the field. We used three levels of ISI and DCD that we called off (O), low (L), and high (H), and five levels (including "off") of RJ and sinusoidal PJ that we labeled 0 to 4. Low levels correspond to levels a network element would generate and still pass most standards' compliance tests. High levels correspond to either barely passing or not quite passing. In most applications the dominant contributors to TJ(BER) are RJ and the time component of ISI. RJ is typically in the range 2 to 5 ps, corresponding to TJ(10^−12) values in the range 28 to 70 ps. We chose the four levels of RJ given in Table 2. ISI can vary widely; a typical 30 to 45 inch backplane trace at 2.5 Gb/s results in peak-to-peak in the range 70 to 140 ps. We generated different levels of ISI by inserting 30 and 45 inch lengths of printed circuit board traces in the transmission path corresponding to the two levels of ISI, given in Table 2 A typical realistic value for PJ is more difficult to estimate. If the oscillators on a board are well shielded, then the PJ level is zero. For a representative range, we chose the peak-to-peak PJ levels in the range 7 to 28 ps for both sinusoidal (at 15 MHz) and triangle-wave (at 2 MHz) jitter given in Table 2. Triangle wave jitter was implemented to challenge the spectral techniques for measuring RJ – to see if low amplitude, high frequency PJ harmonics would be mistaken for RJ. The uncertainties given in Table 2 include both statistical and systematic uncertainties of the baseline and signal calibrations propagated in the standard way. The net typical rms RJ uncertainties are about 10% and peak-to-peak DJ uncertainties about 2%.

<table>
<thead>
<tr>
<th>Source</th>
<th>Level (ps)</th>
<th>Source</th>
<th>Level (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.685 ±0.27</td>
<td>PJ</td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td>rms RJ</td>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2 (Low)</td>
<td>2.79 ±0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.18 ±0.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (High)</td>
<td>5.57 ±0.28</td>
<td></td>
</tr>
<tr>
<td>DCD</td>
<td></td>
<td>ISI</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>7.7 ±0.9</td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.39 ±0.27</td>
</tr>
<tr>
<td>DCD ISI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low * Low</td>
<td>72.5 ±2.3</td>
<td></td>
<td>77.1 ±1.6</td>
</tr>
<tr>
<td>Low * High</td>
<td>138.5 ±2.6</td>
<td></td>
<td>140.5 ±1.9</td>
</tr>
<tr>
<td>High * Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High * Low</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Applied jitter levels and their uncertainties. The rms RJ values are the width, \( \sigma \), of the Gaussian signal, the DJ values are all peak-to-peak.
2.3 Set up of the jitter analyzers

To maintain a level playing field the test-sets were configured under two criteria. First, the configurations were designed so that the different test sets should give the same results. For example, they were configured to measure the full jitter-frequency bandwidth. Since all jitter measurements can be reduced to the comparison of a test clock and a reference clock [2], the unmodulated system clock was used on those test-sets that accepted a system clock and, in those cases that didn’t, the reconstructed clock was set with the lowest bandwidth possible.

Second, the analyzers were configured using minimal modifications to the default settings and a single configuration was used for all test cases. The idea was to set up the equipment the way that most engineers would. We used the settings that the user manuals indicated would give the best results and allowed for longer test times to accommodate the manufacturers’ suggestions for increased accuracy. The duration of measurements varied from less than ten seconds for one of the real-time oscilloscopes to over a minute for another.

The Keysight DCA-J is pre-configured requiring no set-up and required less than ten seconds to perform the measurements reported here.

The SerialBERT was configured to transmit until either $3 \times 10^9$ bits were sent or 1000 errors counted – whichever came first – in 1 ps increments of the time-delay setting. The BER threshold was set at $10^{-4}$, below which the simple fitting implementation of the dual-Dirac model was applied.

Comment on commercial competition: It’s easy to speculate that a group of Keysight engineers might set up their competitor’s equipment to give poor results. This study was originally an internal evaluation of the state of jitter analysis. Since we only had the equipment for one week, we had to set up the competitive equipment the way that the users’ manual recommended and get the best measurements we could as quickly as possible to cover a representative set of jitter conditions. On the other hand, our time limitations constrained us to testing only one of the techniques available on each system. We chose the technique the manufacturer recommended, regardless of test duration.

Figure 4: (a) TJ($10^{-12}$) estimated by the different test-sets vs the true value (white line), and (b) the percent error in the estimated values—that is, the percent deviation between the estimate and the true value.
### 3. Comparison Of Different Techniques

Figure 4 gives the same data as Figure 2a, estimated TJ(10–12) vs the true value, but including the actual values (the white curve). The Keysight jitter analyzers, the DCA-J (solid blue diamonds) and SerialBERT (solid green squares), are labeled. The other data points are the results from jitter analyzers produced by companies other than Keysight Technologies. They include real-time oscilloscopes and time interval analyzers. Figure 4b gives the fractional error of the TJ(10–12) estimates; that is, the difference of the estimate and truth divided by the true value. The error bars in Figure 4b indicate the calibration uncertainty in the true values – any measurement within the vertical span should be considered consistent with the truth. As TJ(10–12) increases, the jitter conditions grow more complex. All the test-sets do well on the left with simple conditions but as more combinations of RJ, PJ, ISI, and DCD are introduced the errors increase.

Figure 5, has the same data as Figure 2b, measured RJ vs TJ(10–12), but including the true RJ values and their uncertainties. The deviation from measured and true RJ in simple jitter conditions are small, but for complex conditions most of the analyzers are inaccurate by between 100% and 500%. We'll see below that the discrepancy is dominated by analyzers whose RJ measurements are affected by the introduction of DDJ.

The fast SerialBERT TJ(10–12) estimates in Figure 4 are mostly consistent with the true values of TJ(10–12), but are less consistent with RJ, in Figure 5. The SerialBERT technique is a straightforward fitting application of the dual-Dirac model makes quite accurate fast estimates of TJ(10–12) but is not as accurate as the DCA-J in resolving the subcomponents. The strength of jitter analysis on a BERT is the ability to derive TJ(BER) by direct BER measurements and, of course, as the only analyzer that can actually measure TJ at low BERs, has often been considered the ultimate judge of TJ accuracy.

Figure 4 and Figure 5 demonstrate our primary observations: Jitter analysis techniques fail when analyzer noise and DDJ are mistaken for RJ. The three key ingredients for accurate jitter analysis are:

1. Low voltage-noise data acquisition. The voltage noise of the test equipment is converted to timing noise and mistaken for RJ. The problem is increasingly acute for signals with slow rise/fall times, for example, in high ISI environments.

2. Jitter that is correlated to the test pattern (i.e., DDJ) should be separated from uncorrelated jitter (i.e., RJ*PJ) prior to measurement of σ. DDJ changes the jitter distribution and bathtub plot structure in such a way that algorithms that use fitting techniques to derive RJ tend to mistake DDJ for RJ.

3. RJ (i.e., σ) should be measured with an independent spectral technique.

Figure 5 includes a subset of the data that demonstrates our conclusions, the full data set is presented in the sub-sections below so that you can draw your own conclusions.
3.1 Estimates of TJ(10−12)

Figure 6 shows the results of the TJ(10−12) estimates in a format that indicates the specific jitter conditions. Each column includes the true value with error bars that represent the calibration uncertainty and measurement results from each analyzer. At the bottom, a bar-graph indicates the jitter condition by relative levels of RJ*PJ*DDJ that can be related to the absolute levels by referring to Table 2. The top set of graphs include cases where only RJ and sinusoidal PJ were applied. The bottom graph includes many jitter conditions separated by those with sinusoidal PJ on the left, and triangular PJ on the right.

The jitter analyzers all give reasonably accurate measurements in simple conditions with only RJ and PJ – though the brand Z real-time oscilloscope underestimates TJ in conditions dominated by RJ. We expect the analyzers to perform well in conditions of sinusoidal PJ because PJ is the simplest type of jitter to generate and calibrate – every algorithm developer should have access to signals with known levels of PJ. On the other hand, generating accurate levels of truly Gaussian RJ is much more difficult.

As we introduce different combinations of RJ, PJ, and DDJ, the accuracy of most analyzers degrades. Notice how several of the analyzers dramatically overestimate TJ in environments of high DDJ – columns 4, 5, 10, and 11. The underestimate of TJ in RJ dominated conditions shows up again in column 3.

The most accurate estimates of TJ(10−12) were made by the DCA-J and SerialBERT.

Figure 6: TJ(10−12) estimates with jitter conditions. The jitter conditions (RJ, PJ, DDJ) of each measurement are indicated by the bar graph at the bottom. The true values of TJ(10−12) and the calibration uncertainties associated with them are indicated by the left-most, white, data point in each column.
3.2 Measurements of RJ

Figure 6 gives the results of the RJ measurements. The top set of graphs include conditions with just applied RJ or sinusoidal PJ. The bottom graph has many different types of applied jitter; those conditions with sinusoidal PJ are on the left and those with triangular PJ are on the right.

In simple conditions – with only RJ or only sinusoidal PJ – the analyzers are quite accurate. But it is apparent from the data that measuring RJ is particularly challenging as the jitter conditions grow more complex.

While all of the real-time oscilloscopes that we studied are inaccurate, there is some consistency. Consider the triangular PJ data on the bottom right of Figure 7. The conditions have the same level of RJ but all of the analyzers, except the DCA-J, have systematic steps in their RJ measurements for each increase in DDJ. Mistaking DDJ for RJ is caused primarily by the conversion of analyzer voltage-noise to timing-noise as the introduction of ISI decreases the rise/fall times of logic transitions.

It’s easy to understand why techniques that derive RJ by fitting, like that used by the SerialBERT, increasingly mistake DJ for RJ as the DJ distribution grows more complex. The central limit theorem of probability and statistics says that the convolution of a large number of independent distributions – regardless of their individual shapes – follows a Gaussian. A DJ distribution of greater complexity includes the convolution of more sources. The central limit theorem requires that the tails of the distribution tend to mimic a Gaussian distribution. The simple fitting techniques are destined to mistake complex DJ signals for RJ. In the case of the SerialBERT, the simplicity of the jitter analysis algorithm assures that the deviations are minimal, comprehensible, and don’t inhibit its ability to accurately estimate TJ(10–12) – the primary goal of a BERT in jitter analysis.

![Figure 7: RJ measurements with jitter conditions. The jitter conditions (RJ, PJ, DDJ) of each measurement are indicated by the bar graph at the bottom. The true values of RJ and the calibration uncertainties associated with them are indicated by the left-most, white, data point in each column.](image-url)
Only the DCA-J performs accurate RJ measurements within the calibration accuracy for all test conditions. One of the other analyzers, the TIA, indicated by the hollow red diamonds symbol, is consistent in most cases. The technique for measuring RJ used by these two analyzers is similar in one respect: they both separate correlated and uncorrelated jitter prior to measuring RJ.

### 3.3 Measurements of DJ

Exactly what is reported as DJ by some of the analyzers is not obvious. As explained in Ref. [4] the important observable is the dual-Dirac value of DJ, not the actual peak-to-peak value. The DCA-J and SerialBERT report the dual-Dirac value for DJ. Since most of the jitter conditions we studied had a small RJ:DJ ratio, the difference between peak-to-peak DJ and dual-Dirac DJ is small – less than 5 ps – within the systematic uncertainty of the calibration. We assume that the other analyzers also report the dual Dirac DJ. Regardless of what we assume, the key point remains that the measurements are inconsistent.

The uncertainties in the dual-Dirac DJ are larger than you might expect from the uncertainties of the individual source DJ values in Table 2. Unlike for the peak-to-peak DJ, because of its model dependence, the RJ uncertainty propagates into the dual-Dirac DJ.

![Figure 8: Measurements of the dual-Dirac DJ with jitter conditions. The jitter conditions (RJ, PJ, DDJ) of each measurement are indicated by the bar graph at the bottom. The true values of dual-Dirac DJ and the calibration uncertainties associated with them are indicated by the left-most, white, data point in each column.](image-url)
3.4 Measurements of PJ

Figure 9 shows measurements of PJ for a variety of different conditions. Most of the analyzers measure sinusoidal PJ accurately and all of them struggle with triangular PJ. Since the calibration and application of sinusoidal PJ is well documented in the SONET/SDH literature [6] every analyzer should have been debugged on sinusoidal PJ signals. That none of the analyzers make accurate measurements of triangular PJ is a surprise. Real-time oscilloscopes have access to the complete timing data set of logic transitions on which a discrete Fourier transform can be performed to yield both the magnitude and phase of the jitter components. We might think it a straightforward process to determine the PJ amplitude from that data, but apparently not. Analyzers, like the DCA-J, that sample the data below the data rate are at a disadvantage because their spectrum measurements include aliased components. While the actual spectrum can be derived from the aliased spectrum, the relative phases of spectral components cannot. But even with that disadvantage the DCA-J performance is as good as the real-time oscilloscopes. The DCA-J reports two values for PJ, the rms PJ, $PJ_{rms}$, and the dual-Dirac PJ, $PJ_{\delta \delta}$. Since the dual-Dirac values for bounded distributions are not the same as the actual peak-to-peak values and since, here, we are interested in the peak-to-peak PJ, the DCA-J values in these figure is given by $\sqrt{2-x PJ_{rms}}$. For a single frequency of PJ, $\sqrt{2-x PJ_{rms}}$ gives the peak-to-peak PJ.

All of the analyzers provide the jitter-frequency spectrum in some form; confirming the accuracy of the spectra was beyond the scope of this study.

3.5 Measurements of ISI, DCD and DDJ

DDJ is defined as the peak-to-peak difference of the average logic transition times and is caused by ISI and DCD. Three of the jitter analyzers, including the DCA-J, report values for the time-component of ISI, the results are shown in Figure 10a. Two of the jitter analyzers, including the DCA-J, report DDJ values, shown in Figure 10b. The results vary and, in both cases the DCA-J is the most accurate.

The default logic slice-level settings (i.e., the vertical position of the sampling point) differ for most analyzers. Some choose a slice-level that optimizes the bit error ratio (e.g., BERTs and some real-time oscilloscope algorithms), others set the slice-level at a fixed voltage between the average logic voltages (e.g., some real-time oscilloscopes and the DCA-J), and others have a simple fixed level.
4. Why Some Test Sets Get It Right And Some Get It Wrong

The DCA-J is the most accurate jitter analysis tool available. The DCA-J does not confuse DDJ for RJ; it has a very low voltage noise floor and an algorithm that uses a spectral technique for measuring RJ after the jitter data has been separated into correlated (DDJ) and uncorrelated (RJ*PJ) subsets. No other analyzer combines the quietest hardware and the key combination of algorithms in the right order.

The SerialBERT is the only analyzer on which estimates of TJ(BER) can be verified by actual measurements – hardly an irrelevant feature. The simplicity of the BERT technique makes it easy to understand under what conditions its fast TJ(BER) estimate might overestimate the truth and encourage the savvy engineer to appropriately tune the BER threshold and the number of transmitted bits per time-delay appropriately.

4.1 Use high quality acquisition hardware

The precision of any measurement system is limited by its hardware performance. The best algorithm applied to poor hardware won’t provide accurate results [8].

4.1.1 Voltage noise

The voltage noise floor of the acquisition hardware affects the jitter analysis results by corrupting the time measurement of logic transitions. Consider the extremes, for very fast rise/fall times – vertical edges – fluctuations in the signal voltage don’t affect the timing of logic transitions; but as the rise/fall times slow, flattening out edges, voltage fluctuations can change the timing. Thus, the effect of an analyzer’s voltage noise on it's RJ accuracy depends on the rise/fall time of the signal. Generally, an analyzer’s voltage noise to timing noise conversion is related to the product of the analyzer’s voltage noise and the signal’s rise/fall time. The voltage noise, independent of the vertical component of ISI, is primarily random and so affects RJ measurements.

The precision jitter transmitter generated ISI through the filtering and attenuation effects of a backplane. In addition to increased DDJ from the time-component of ISI, the vertical component of ISI slows the rise/fall times. Ignoring algorithmic effects, Figure 7 shows how the RJ measurement results increase with slower rise/fall times for those analyzers with appreciable voltage noise.

The voltage noise floor of real-time oscilloscopes is roughly proportional to the setting of their vertical sensitivity down to a minimum absolute noise floor. For the real-time oscilloscopes in this study the noise floors were approximately 30 to 40 mdiv rms. With vertical sensitivity set to 100 mV/div they had effective voltage noise floors of 3 to 4 mV rms. The voltage noise floor of the DCA-J is typically 0.25 mV.

Jitter analysis on a BERT is affected by the minimum voltage difference that the error detector can discriminate – the error detector sensitivity. For example, the error detector sensitivity of the SerialBERT is less than 50 mV. In the worst case, 50 mV sensitivity means that logic levels cannot be distinguished if they are separated by less than 50 mV. The error detector sensitivity determines the minimum observable TJ that a BERT can measure and causes a small bias in TJ measurements that is proportional to the signal’s rise/fall time.

4.1.2 Sampling clock jitter

The sampling clock jitter of real-time oscilloscopes is comprised of both RJ and DJ. The RJ component of the sampling clock jitter depends on the clock reference used for the measurement. Fixed frequency imbedded-clock reference measurements can be
susceptible to the oscilloscope’s time-base close-to-carrier phase noise, if the real-time waveform acquisitions become too long – which was not an issue for the acquisition times used in this study. Software phase-locked-loop clock and explicit clock reference measurements are not affected by the time-base close-to-carrier phase noise. The real-time oscilloscopes studied in this paper had sample clock RJ of, \( \sigma \sim 0.7 \) to 1.2 ps. The DJ is dominated by multiple PJ components whose amplitudes ranged from 0.1 to 1 ps.

The sampling clock jitter of a good BERT is typically < 0.5 ps.

Sampling clock jitter is not relevant to jitter analysis on sampling oscilloscopes (e.g., the DCA-J) or TIAs.

**4.1.3 Trigger jitter**

Trigger jitter is dominated by RJ and sets the lower limit on the observable RJ of an analyzer. The trigger jitter of the DCA-J is typically 0.8 ps or, if the DCA-J is equipped with a precision time-base (Keysight 86107A), less than 0.2 ps.

Trigger jitter does not affect jitter analysis techniques used by the real-time oscilloscopes that we studied and the analogous term for BERTs is sampling jitter, discussed below.

**4.1.4 Time-base linearity**

The measurement error of logic transition timing is limited by the linearity of the analyzer’s time-base. The time-base nonlinearity of real-time oscilloscopes is very small and does not affect the jitter measurement algorithms. By using a hardware pattern-locked trigger, the DCA-J time-base nonlinearity relevant to jitter analysis is negligible. The nonlinearity of BERT time-bases varies a great deal from model to model, typically 1/2 to 2 ps.

**4.1.5 Transition time accuracy**

The test equipment that we studied use three different techniques for determining the time of a logic transition. The input signal to the real-time oscilloscopes were digitized at 20 GSa/s giving several data points for each bit. The time position at the voltage slice level, the transition time, is determined by interpolating between the two samples on either side of the slice level. The timing accuracy is limited by the interpolation uncertainty and the linearity of the analog to digital conversion – which is usually excellent.

TIAs use a linear voltage ramp from the time of a trigger signal to the time of a logic transition to determine transition times. The timing transition is limited by the intrinsic jitter of the trigger, the voltage ramp latch, and voltage ramp linearity.

The DCA-J technique derives sixteen different edge models for the voltage to time transfer function. Conceptually, the technique is not unlike interpolation; a set of data from a given edge in the test pattern is used to determine the behavior of that edge so that the transition time information for every bit sampled can be derived. The only drawback to the edge model technique is that it limits the maximum level of jitter that the DCA-J can analyze. The maximum decipherable jitter amplitude is decreases for faster rise/fall times. For details see Ref. [5].

The BERT technique is truly digital. Each bit in the signal is analyzed to determine whether or not the logic level at the time-delay setting of the BERT error detector was above or below the slice level. The bit is then identified as a ‘1’ or a ‘0’ and compared to the known test pattern to determine whether or not the identification is an error. The uncertainty in that determination is limited by the error detector sensitivity and sampling clock jitter.
4.1.6 Bandwidth

Bandwidth has two opposing effects. First, the bandwidth of the analyzer must be large enough to accurately portray the signal. Low bandwidths filter low harmonics, increasing the rise/fall time of the signal. The increased rise/fall time in turn exacerbates the problem of the analyzer’s voltage noise. Low analyzer bandwidths can also introduce ISI that can cause inaccurate ISI, DDJ, DCD, and DJ measurements. Second, the bandwidth of the analyzer should be low enough to limit the out-of-band voltage noise of the signal. The real-time oscilloscopes all had 6 GHz bandwidths, the TIA, 4 GHz, and the DCA-J 20 GHz.

4.2 Don’t mistake DJ for RJ

Accurate measurements of RJ are important for two reasons: first, the magnitude of RJ has a disproportionate effect on estimates of TJ(BER) – the impact of RJ on TJ(10–12) is fourteen times that of DJ [4]; and, second, RJ is frequently limited to a maximum compliant value in technology standards.

Figure 5 and Figure 7 show that the performance of most jitter analyzers in delivering accurate measurements of RJ is abysmal. Some of the data from Figure 7 is dissected in Figure 11 to demonstrate where the RJ measurements breakdown. Figure 11 shows that the analyzers perform adequately under simple jitter – just PJ or RJ – but breakdown as more jitter components are included.

There are at least two causes:

1. As discussed in Section 4.1.1, analyzer voltage noise is increasingly converted to timing noise with increasing rise/fall times due to increasing ISI. The result is a higher RJ noise floor.

2. As the combination of DJ sources becomes more complicated the tails of the DJ distribution tend toward a Gaussian distribution and techniques that fit the tails of either BER(x) or the jitter distribution cannot distinguish RJ from DJ.

Figure 11: The RJ measurements as a function of TJ(10–12) for conditions dominated by (a) PJ, (b) RJ, (c) DDJ, (d) a mix of PJ*DDJ, (e) a mix of RJ*DDJ, and (f) a mix of PJ*RJ*DDJ.
4.2.1 Separate correlated and uncorrelated jitter first

As DDJ is introduced the quality of most RJ measurements degrades rapidly. To avoid confusing DDJ for RJ it is necessary to separate correlated and uncorrelated jitter and then extract RJ from the uncorrelated jitter data. The two techniques with the most accurate RJ measurements, the DCA-J and the TIA, indicated by the hollow red diamonds use knowledge of the test pattern to remove DDJ from the RJ analysis. The DCA-J uses a technique based on an automatic pattern trigger to remove DDJ from the distribution [5].

4.2.2 Use an independent spectral technique for measuring RJ

Once the DDJ is removed from the distribution, equating RJ to the rms noise in the jitter-frequency spectrum gives the most accurate RJ results. The reason the spectral technique is most accurate is simple. Accurate fits to the tails of BER(x) or the jitter distribution require a statistical sample large enough to assure that the region included in the fit is dominated by RJ, not DJ. While removing the correlated jitter goes a long way, uncorrelated jitter – e.g., triangular PJ – can distort the fit.

4.3 Don't tweak the algorithm parameters too much

That the brand Z real-time oscilloscope, indicated by the hollow brown circles, underestimates TJ in RJ dominated environments provides an interesting example. It measures RJ and DJ with reasonable accuracy under RJ dominated conditions – Figure 7 and Figure 8 – but doesn’t translate that success into accurate estimates of TJ(10−12), Figure 6. The analyzer uses a fitting technique to measure RJ and DJ similar in principle to the standard dual-Dirac fitting algorithm performed by a BERT. That the RJ/DJ accuracy doesn’t translate to TJ(10−12) accuracy indicates that the algorithmic parameters have been tuned improperly. Since truly Gaussian RJ is difficult to generate in the lab, it is easy to speculate that an algorithm may have been tuned under non-Gaussian circumstances.

5. The Jitter Analysis Techniques Introduced On The DCA-J Solve The Problem. Finally

Engineers have known for years that different jitter analyzers give conflicting results. By using a precision jitter transmitter we were able to make quantitative statements about the accuracy of each analyzer under a wide variety of jitter conditions. The jitter conditions created by the transmitter were carefully designed for consistence with the standard industry assumptions that RJ follows an unbounded Gaussian distribution and that the DJ distribution is bounded. While it is reasonable to debate the veracity of the assumptions, the analysis techniques used by all jitter analyzers of the type studied here rest on these assumptions. A fair comparison of the different techniques therefore requires that the assumptions are met in the test environment. The test conditions were chosen to represent common situations faced by design engineers – jitter levels at or near the standard budgets.

While our understanding of the techniques used on the non-Keysight equipment was not complete, we were able to identify the key elements of a jitter analyzer that are necessary for making accurate estimates of TJ(BER) and measurements of RJ, DJ, PJ, and DDJ.

The challenging hardware element for a jitter analyzer is a low voltage noise floor. Equipment specifications related to timing, trigger jitter, sampling jitter, time-base linearity, and transition time accuracy on the jitter analyzers were all up to the task. It was the conversion of analyzer amplitude noise to timing noise that caused the biggest inaccuracies.
While the analysis algorithms are always limited by the acquisition hardware, we found two keys to accurate jitter analysis techniques. First, DDJ should be removed from the data prior to measuring RJ; and second, a spectral technique should be used where the rms continuum noise is identified as RJ.

Crosstalk was included in Figure 1 because it is often assumed to be jitter. Crosstalk is an example of bounded uncorrelated jitter (BUJ). We did not include a crosstalk signal in the precision jitter transmitter because none of the jitter analyzers claims to be capable of measuring it and there is no typical crosstalk signal. Crosstalk is amplitude noise. Consider the case of a data channel running parallel to a channel under test. If the frequencies of the two signals are locked, then there is a fixed phase offset between them. If that phase is 90 degrees, then the eye of the signal under test will have a depression in the center that lowers the BER – obviously amplitude noise. If the two signals are in phase, then the amplitude noise experienced by the signal under test is concentrated at the crossing point and looks like jitter – but it’s not. A way to work around the aggressor problem is to measure RJ with the crosstalk turned off, and then repeat the measurement with crosstalk turned on, but $\sigma$ fixed to the value measured without crosstalk.

5.1 Conclusion

The only way to judge which technique is best is with a precision jitter transmitter where the answers are known before the measurements are made. We built the precision jitter transmitter to determine the best method for jitter analysis; to determine the combination of techniques that not only gives consistently accurate estimates for total jitter defined at a bit error ratio, but also gives accurate measurements of the jitter subcomponents. By subjecting the market leading jitter analyzers to known jitter conditions we have shown that Keysight 86100C DCA-J is the most accurate jitter analyzer available. The methods used by the DCA-J are fully described in Ref. [5] and by the SerialBERT in Ref. [6] – the techniques of the other analyzers are not fully documented and it is apparent that none of them have been confirmed against a well-calibrated precision jitter transmitter.

Having formulated the most accurate jitter analysis technique on our equivalent-time sampling oscilloscope, the DCA-J, we are implementing the important components of our techniques in our real-time oscilloscope jitter analysis tool, EZJIT+. Once EZJIT+ has been challenged by the precision jitter transmitter we will publish its performance in a separate whitepaper.
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