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6 Hints for Better SATA and SAS Measurements

Application Note
Serial ATA (SATA) and Serial Attached SCSI (SAS) are data-transfer technologies for moving data to and from storage devices. The Serial ATA International Organizations (SATA-IO) and Serial Attached SCSI (SAS) T10 standard committees have both released specifications to provide support for 6 Gbps data transfer and will soon be releasing higher data rates up to 12 Gbps. As the speed increases, the validation effort increases exponentially as well. In order for the storage interface to function properly, its signal integrity performance must meet certain minimum requirements. Signal integrity is the key to system interoperability, or the guarantee that products from different vendors will integrate well, when used together. Failures in signal integrity are correlated to other failures, including marginal timing relationships, protocol violations, jitter issues, and errors from other buses. This application note will highlight a few of the methods that can help you characterize, validate and debug your designs faster.

The following six hints take this expert knowledge and provides you with keys to accurate, consistent, and efficient measurements.

<table>
<thead>
<tr>
<th>Test group</th>
<th>Hint 1</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter</td>
<td>Remove the loss of your test setup for more accurate measurement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Quickly find and fix the root cause of jitter failures</td>
<td></td>
</tr>
<tr>
<td>Impedance and return loss</td>
<td>Assess the insertion loss and return loss of your cable, connector and chip</td>
<td></td>
</tr>
<tr>
<td>Receiver</td>
<td>Test beyond the receiver compliance coverage to avoid any hidden problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Characterize the robustness of your receiver to real world spread spectrum clock (SSC) profiles</td>
<td></td>
</tr>
<tr>
<td>Host/Device protocol</td>
<td>Inject protocol errors to see if your product can recover</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Test group and hints
Hint 1 – Remove the loss of your test setup for more accurate measurement

Did you know that your test fixture and cable have an impact on your measurement? In a SATA and SAS test environment, cables and fixtures are lossy and this can mean inaccurate and non-repeatable measurements. The test setup itself can reduce the performance margin of your product. Removing the loss effect of the test setup will allow you to measure the true performance of your design, and return the design margin that could have been lost due to the test setup. Figure 1 shows the characterization of a cable and, its loss compared to the ideal frequency response of a cable for correct measurement. Here, the cable response is corrected using a cable correction filter to generate an ideal cable response.

Figure 1. Frequency response and loss profile of a cable

Cable and test fixture loss can affect your measurement in many ways, including: slower rise time, lower amplitude and skew mismatch. All of these can reduce margin and even cause failures. Figure 2 shows three 3 ft 50 Ω cables and their deviation from frequency response (even when 2 and 3 are a “matching” pair). Figure 3 shows a signal as it is measured through a cable and the same signal corrected for cable loss. Here, an amplitude loss of about 30 mV and a rise time loss of 100 ps are corrected. Correction for these losses is important for consistent and accurate measurements.
Figure 2. Deviation from frequency response and skew

Figure 3. Amplitude and rise time loss due to cable before correction is applied
Hint 2 – Quickly find and fix the root cause of jitter failures

What happens if the signal from your design is failing the SATA or SAS jitter specification? Naturally, you will want to find out the root cause of the jitter issues and fix the problem. This may seem easier said than to done because you may not know where to start.

First, you will really want to find out the type of jitter that is causing the problem. Decomposing the jitter into its different components can help you narrow down the source of the problem. The Total Jitter (TJ) of your system is made up of Random Jitter (RJ), Periodic Jitter (PJ) and Data Dependent Jitter (DDJ), as shown in Figure 4. RJ is caused by thermal or other physical, random processes and the shape of the RJ distribution is Gaussian. PJ is coupled from clock oscillators or power-supply switching into the high speed signal. DDJ is caused by inter-symbol interference (ISI), crosstalk and sub-harmonic distortion. After locating the source of the jitter, the next step is to narrow down which part of your design is causing the problem. An effective way is to use a probe and measure along the signal path to identify which component, channel or source is introducing jitter into the signal path.

![Figure 4. TJ measurement and its components – RJ, PJ, DDJ](image)

Sometimes, the jitter is convolved together so it may be challenging to isolate the source of the jitter further. An example is a low frequency PJ that couples into the signal. In this case, you may need to measure the Time Interval Error (TIE) trend of the signal to identify the PJ, as shown in Figure 5. As can be observed, there are low frequency and high frequency jitters in the signal. Next, you can perform a Fast Fourier Transform (FFT) to the TIE to look at the jitter frequency in the spectrum domain. We can see a spike in the jitter spectrum. Measuring it shows a frequency of 864 kHz, which is the frequency of a clock coupling into the signal. Through this method, we can conclude that insufficient signal isolation is causing the reference clock to couple into the high speed signal. This information can be feedback to board designers to reduce the coupling between the reference clock and high speed signal.
Hint 3 – Assess the insertion loss and return loss of your cable, connector and chip

How important is the seemingly simple connector or cable? Using well characterized interconnects is important to guarantee signal quality and achieve high system performance. For SATA and SAS connectors and cable assemblies, eight parameters of time domain, frequency domain and eye diagram measurements are specified to ensure compliance and, more importantly, interoperability. Moreover, impedance mismatch and return loss at the transmitter and receiver of a chip can significantly affect the signal quality of the system and result in eye closure and EMI.

Return loss or reflection occurs when a signal is not absorbed by its termination or an impedance change in its transmission is exceeded. The transmitted signal is reflected back up the transmission line ultimately causing two signals in the transmission line going in opposite directions. These two signals cancel and add along the transmission line at various points. This causes changes in amplitude, phase, jitter, and ultimately, data failure. Changes in physical dimensions, type of insulation and even connectors can cause these reflections.

Insertion loss is the loss of power from an inserted device. The power in does not equal the power out. Transmission line losses are dependent on cable type, operating frequency, and cable length. Insertion loss does vary with frequency and the higher the frequency, the greater the loss. With data rates up to 6 Gbps and soon 12 Gbps, insertion loss plays a key role in the ability to transmit a signal.

As you can see, it is very important to make insertion loss and return loss measurements and find these issues in your transmitters, receivers, cables and connectors. There are two common tools for making these important measurements, a sampling scope or an ENA with TDR option. Figure 6 is an example of making a measurement with an ENA with TDR option.
Hint 4 – Test beyond the receiver compliance coverage to avoid any hidden problems

Can your receiver handle all the possible signals that it may receive? The receiver jitter tolerance test is designed to tell how robust your receiver is to imperfect signals in the real world. These stresses include noise, jitter, lossy channel and amplitude impairment introduced to the signal. A pattern generator is used to transmit the stressed pattern into the receiver of the product where the product is required to sample and re-transmit the same pattern without error. Error is detected using a CRC Frame Error Rate (FER) counter. Frame error rate is used instead of Bit Error Rate (BER) to check for error because ALIGN patterns could be inserted or removed by the product in the transmitted bit stream.

To comply with the SATA specification, the receiver has to tolerate the combination of stresses up to half of the Unit Interval (UI). SATA-IO only requires the receiver test to be done over four different Sinuisoidal Jitter (SJ) points - 5, 10, 33, and 62 MHz (Figure 7). These frequencies are chosen to stress the Phase Lock Loop (PLL) of the receiver.
However, this does not tell the whole story of your receiver’s performance because the compliance test does not cover all SJ frequency points. There could be failure in between the points that the compliance test does not catch and this could cause problems when your design goes into production.

So, besides the compliance test, you will want to characterize the full spectrum of the SJ frequency points through the jitter tolerance curve test. The test can be created by injecting an increasing amount of jitters to the receiver at a frequency until CRC error is observed at the transmitter. By sweeping the jitter frequency, we can build a curve showing the border where the receiver is passing and failing. Thus, the jitter tolerance curve can verify your receiver performance and the curve is your receiver’s susceptibility and tolerance to jitter.

This is actually a more important measurement than the compliance requirement by the SATA compliance standard because only limited points are tested to judge whether your receiver passes or fails. The plot in Figure 8 shows the receiver passing at the compliance point; however, some points have worse performance than the compliance test points.

![Jitter tolerance curve and results](image)

*Figure 8. Jitter tolerance curve and results*
Hint 5 – Characterize the robustness of your receiver to real world spread spectrum clock (SSC) profiles

One of the issues we’ve heard a lot recently about storage receiver failures has to do with the strange and distorted SSC profiles from the transmitter of another product. SSC is employed to spread the energy of the transmitted signal to reduce electromagnetic interference (EMI). SATA and SAS specifications recommend a SSC profile of a triangular wave shape, which the receiver’s PLL can track easily, as shown in Figure 9. However, many manufacturers are using lower cost parts that generate distorted SSC profiles that the receiver’s PLL could find challenging to track. This can lead to an increase in bit errors when the receiver receives the bit stream.

Thus, you will want to be able to characterize your receiver with the various SSC profiles that are observed in shipped products currently on the market. Generating these SSC profiles can be so pattern generator with the functionality to generate arbitrary SSC profiles can speed up the testing. Here is an example of using a J-BERT to insert arbitrary SSC profiles and ability to adjust up to 10000 parts per million (ppm) of clock deviation.
Hint 6 – Inject protocol errors to check if the product can recover

What if your product cannot recover from an error? Design issues such as error handling and recovery, compatibility, and duplicating issues seen in the field is critical. If your design cannot recover from an error, its use and purpose is a moot point. Injecting errors into the data streams between two devices, thus potentially causing unwanted behavior is helpful during the product development.

Link errors include 8b10b encoding, CRC, link disconnect, running disparity, and ALIGN errors. Protocol/application layers include changing/deleting frames and frame content, inserting and deleting DWORDs into and from a frame, and replacing primitives. Error injection such as starving the buffer, disconnecting a link with outstanding command requests, causing random CRC errors, and changing responses from good to bad is very easy.

In Figure 11, an error injection scenario is created during an FPDMA Queued Write Command (SATA). The jammer changes the fields in the Set Device Bits FIS to reflect a serious error that clears the queue. In State 1, it first looks for a Write FPDMA Queued command and then branches to the next state. In State 2, it identifies the type of frame it is looking for, a Set Device Bits, and specifies an action of modifying the frame fields. The Status Hi, Status Lo, Error, and SActive fields are changed to reflect a new value.

![Figure 11. Creating an error injection scenario during an FPDMA queued write command (SATA)](image-url)
Figure 12 shows a trigger such that the analyzer can zero in on the activity and see the results. Since the error injection was set to change the values of Set Device Bits FIS, the trigger is set to trigger on a Set Device Bits with the SActive field set to FFFFFFF.

Once the protocol analyzer triggers, the protocol view lets the developer see events at the link level. In this example, the Set Device Bits frame is seen before the jammer and after it has been jammed. The trigger point in the trace can also be seen. Frame View confirms the value was changed. In transaction view, the trigger point in relation to the command can be seen. Additionally, in transaction view, there is a read log, which is a command used by SATA to read error logs to help determine the cause of an error. Notice that for other commands there are no corresponding read logs.
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